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ABSTRACT: Laccase-like proteins are multicopper oxidases
involved in several biological and industrial processes. Their
application is commonly limited due to inhibition by fluoride and
chloride, and as-isolated proteins are often substantially activated
by heat, suggesting that multiple redox states can complicate
characterization. Understanding these processes at the molecular
level is thus desirable but theoretically unexplored. This paper
reports systematic calculations of geometries, reorganization
energies, and ionization energies for all partly oxidized states of
the trinuclear copper clusters in realistic models with ∼200 atoms.
Corrections for scalar-relativistic effects, dispersion, and thermal effects were estimated. Fluoride, chloride, hydroxide, or water
was bound to the T2 copper site of the oxidized resting state, and the peroxo intermediate was also computed for reference.
Antiferromagnetic coupling, assigned oxidation states, and general structures were consistent with known spectroscopic data. The
computations show that (i) ligands bound to the T2 site substantially increase the reorganization energy of the second reduction
of the resting state and reduce the redox potentials, providing a possible mechanism for inhibition; (ii) the reorganization energy
is particularly large for F− but also high for Cl−, consistent with the experimental tendency of inhibition; (iii) reduction leads to
release of Cl− from the T2 site, suggesting a mechanism for heat/reduction activation of laccases by dissociation of inhibiting
halides or hydroxide from T2.

■ INTRODUCTION

Laccase-like multicopper oxidases all have cupredoxin-type
domains and copper sites that enable enzymatic oxidation of
chemically diverse substrates such as inorganic metal ions,1,2

bilirubin,3,4 complex phenols and amines, and redox media-
tors.5−8 Their superior oxidation power, broad activity, and
high stability have led to numerous technological applications
including bioremediation,9 lignin degradation,10,11 and indus-
trial bleaching.12,13

The most commonly studied three-domain laccase-like
proteins contain four copper ions: The T1 copper site is
coordinated by two histidine residues and one cysteine,
sometimes with an additional methionine, and is situated
close to the substrate that is oxidized by electron abstraction.
10−15 Å from this copper, a dinuclear coupled T3 site
coordinated by histidines is positioned in close contact with a
fourth T2 copper: These three copper ions constitute a
trinuclear cluster (TNC) that is responsible for four-electron
reduction of oxygen to water, using electrons supplied by the
T1 site by intramolecular electron transfer.14−16

Laccase-like proteins are commonly inhibited by small
halides such as fluoride and chloride, which bind to the T2
copper,17,18 and fungal laccases are most active at low pH
where they are also less stable; these difficulties have spawned
efforts to improve the tolerance of laccases to wider ranges of
pH and ionic strength19 and identify new halophilic laccase-like
proteins.20,21 Bacterial laccase-like proteins offer major potential

in this direction due to their high stability and sequence
diversity.22−24 Several protein states have been observed for
laccase-like proteins, first for bilirubin oxidase.25 As-isolated
laccase-like proteins such as bilirubin oxidase from Myrothecium
verrucaria and CotAs from the genus Bacillus are subject to
substantial heat activation that increases protein turnover and
alters spectroscopic properties.8,25−27 Chemical reduction has
been found to enable conversion of an as-isolated alternative
resting state of bilirubin oxidase into another resting oxidized
state, which was 10-fold more active.28

Given the importance of these several states in character-
ization and use of laccase-like proteins, and due to the potential
biological role of such states, it is of interest to understand the
mechanism behind both general laccase inhibition by small
halides and the inactivation−activation processes that can be
caused by heat and reducing agents. This paper reports density-
functional studies of realistic models of the TNCs based on the
crystal structure of the archetypical bacterial CotA,29 involving
all important second-sphere interactions and variable ligands
bound to the T2 site; this model is shown in Figure 1, left, and
the general reaction scheme is shown in Figure 1 right, where
this study focuses on modified states in the lower left. All partly
oxidized redox states and ferromagnetically coupled states were
geometry optimized to give insight into the effect of reduction
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as a reactivation step, directly rationalized by the electronic
energies of the trinuclear cluster of these proteins.

■ METHODS
Chemical Models. The models were constructed from the crystal

structure 1GSK.pdb of CotA from B. subtilis at a resolution of 1.70 Å.29

In this structure, consistent with the current view of the resting
oxidized (RO) state of these proteins,14 a solvent (hydroxide) is
coordinated to the T2 site. An oxide ion resides within the T3 site with
Cu−O distances of 2.11 and 2.19 Å, which is distinct from the μ3-oxo
structure deduced for the native intermediate (NI).14 The computed
RO state (i.e., the II,II,II state with OH− bound) started from the
1GSK structure converted into a μ3-oxo structure upon optimization in
all cases, consistent with the consensus view of this state.14 Because of
the resolution, it is not possible to distinguish the protonation state
directly from the structure; however, inspection of the oxygen atom
indicates little room for a proton near the coppers, consistent with an
RO state where the coppers are all Cu(II), to give these four atoms a
total charge of +4 and an unfavorable free energy of protonation (this
can be compared, e.g., to +3 hexaqua complexes that have pKa < 7).
Consistent with this, the catalytically relevant NI (but not the RO) has
been assigned as fully deprotonated oxide.14 The T2 solvent water is
generally considered to be in the form of a hydroxide.14 However, for
completion, this state was computed both with H2O and OH− bound
as the T2 ligand (representative structures can be viewed in
Supporting Information, Figure S1).
Importantly, bacterial laccase-like proteins such as the spore-coat

CotA proteins differ relative to the fungal counterparts, notably in the
T1 site (having the classical 2His, 1Met, 1Cys motif, where fungal
laccases typically miss the Met and associated lone pair electron
density, contributing to their larger redox potentials.14,15

Eight histidines (105, 107, 153, 155, 422, 424, 491, 493) coordinate
to the coppers. Two conserved aspartates (Asp116 and Asp465,
corresponding to Asp77 and Asp424 in the fungal Trametes versicolor
laccase structure 1GYC.pdb) hydrogen bond to two of the histidines
(His424, 2.70 Å and His107, 3.64 Å) and are within ∼6 Å of the T2
copper. Since these affect the ligand field strength and Cu−N distances
of the histidines, and Asp116 has been shown by site-directed
mutagenesis to be required for reactivity,30 these two side chains were
included in the models.
Water molecules are located close to the TNC at several positions

in strong hydrogen bonding interaction with ligands bound to the
coppers: One water is located close to the T3 oxygen at only 3.06 Å,
which thus needs to be included in any modeling of these states. Also,

there are two water molecules hydrogen bonding to the T2 ligand at
2.75 Å (HOH2153 and HOH2416) that are required in a realistic
model. Six of the eight histidines coordinating to copper in the TNC
are connected by short backbone segments, and full inclusion of these
three segments enables preservation of the protein backbone structure
without overconstraining the residues to fixed positions; this is
important since major reorganizations occur during ligand binding and
redox chemistry, for example, ∼0.5 Å variation in Cu−Cu distances
between the various states.14 The backbone NH of Gly108 also
hydrogen bonds to the T2 ligand critical to this study, so this part of
the Gly108 backbone was also included in the models.

All partially oxidized states with either F−, Cl−, OH−, or H2O bound
to the T2 copper of the RO state were studied, to identify possible
structures of inhibited intermediates and alternative redox states that
could explain experimental data. In addition, the peroxo intermediate
(PI) was also studied in the form consistent with the current view on
this state,14 that is, with a peroxide bound to the T3 site with oxidation
state II,II,I for the TNC. This state was first described in molecular
detail by Rulisek et al. using QM/MM models with first-sphere QM
models of 80−87 atoms that allowed an exhaustive investigation of the
energetics of possible states and provided detailed suggestions for the
involved states.31 The models used here had total charges varying from
−2 to +1, depending on ligand and redox state and included from 203
(the halide models of the resting oxidized state) to 206 atoms (the
peroxo intermediate). Molecular orbitals were visualized using
gOpenMol version 3.0 (by Leif Laaksonen, Center for Scientific
Computing, Espoo, Finland) with plt files generated from Turbomole
property ridft runs (additional MOs are shown in Supporting
Information, Figures S2 and S3).

Geometry Optimizations. The calculations were performed with
the Turbomole 6.3 software.32 All models were studied both in the
fully oxidized states and in the one- or two-electron reduced states
relevant to the first turnovers that produce alternative resting states
and inactivated laccase states. (In contrast, the fully reduced states is
readily active and does not represent any inhibited form; thus, it was
omitted from the current study.) Also, in all cases, both the high-spin
ferromagnetic coupled state (MS = 1 or 3/2) and the antiferromagnetic
coupled state (MS = 0 or 1/2) were subject to full geometry
optimization, since all antiferromagnetic coupled state calculations
were started from the ferromagnetic coupled states to facilitate
convergence. Thus, in total, 30 systems were optimized. The fully
optimized structures are given for reproducibility as xyz coordinates in
the Supporting Information.

Figure 1. (left) General model and numbering scheme used in this work: Ligand 105X = Cl−, H2O, F
−, or OH−. 103O = O2− or O2. All one-, two-,

or three-electron oxidized combinations of spin and oxidation states were computed. The Figure was made using ArgusLab 4.01. (right) General
reaction scheme for the trinuclear cluster of laccase-like proteins (ref 14); the present work focuses on the bottom two parts. The NI is the form in
the lower left with all three Cu(II), with X = OH−, and with the hydroxo bridge present. Other partly reduced versions of both the PI and inhibited
forms were studied in the present work.
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Optimization of all geometries were performed at the BP86/def2-
SVP level33 using the Cosmo solvation model34 with dielectric
constant 10, since condense phase screening has been shown to
improve the accuracy of geometries of charged metal clusters versus
experimental data.35 The default optimized radii of 2.0 Å for C, 1.83 Å
for N, 1.72 Å for O, 1.3 Å for H, and 2.0 Å for Cu. Electronic energies
were converged to 10−7 a.u., and during geometry optimization, the
gradient of the energy was converged to 10−3 a.u.
Energy Calculations. After convergence of all geometries, the

energies of each state were computed again with a larger, polarized
basis set def2-TZVPP36 and were converged to 10−7 a.u. Because of
the ∼200-atom size of the models, these energy calculations involved
more than 5000 basis functions (e.g., 5478 basis functions for the
chloride model). Both antiferromagnetic and ferromagnetic coupled
states were computed. Also, energies were computed both for the
actual optimized state and for the states where one electron was added
or removed to enable calculation of vertical ionization energies and
affinities used for reorganization energy calculations. In contrast, the
relative ionization potentials were calculated from the fully relaxed
geometries of both the oxidized and reduced states.
All these energies were computed both with B3LYP,37−40 which is

the most widely used density functional in current research,41 and the
TPSSh functional42,43 with D3 dispersion correction44 (60 computa-
tions with each functional). To study the effect of the dispersion
correction, TPSSh energies were also computed without it. Computed
energies of typical chemical reactions such as redox reactions, spin
transitions, and bond dissociations depend almost linearly on the
amount of HF exchange.45−49 TPSSh was used due to its high
accuracy for first-row transition metal systems,50,51 including a range of
experimental reaction enthalpies for challenging processes such as spin
crossover of cobalt and iron systems48,52 and metal−ligand bond
dissociations.53,54 The electronic energies can be found for
reproducibility in the Supporting Information, Table S1.
To the computed electronic energies were added corrections for

scalar-relativistic effects calculated with the Moloch module of
Turbomole. Scalar-relativistic effects may amount to ∼10 kJ/mol or
more even in first-row transition metals, and in particular for Cu, the
effects can be non-negligible.55 It was thus of interest to know how
such corrections affect the coupling preferences (antiferromagnetic vs
ferromagnetic), the reorganization energies, and relative ionization
potentials of the TNCs. The energy gaps of these states are found in
Supporting Information, Table S2, with representative spin pop-
ulations and atomic charges found in Tables S3 and S4. Key optimized
bond lengths are found in Tables S5 and S6, and the most relevant
antiferromagnetic atomic spin values are collected in Table S7.
Ionization energies and reorganization energies were calculated

from the dispersion-corrected, scalar-relativistic large basis set
calculations as the optimized electronic energy of the oxidized state
minus the same energy for the reduced states. Thus, for each cluster
model and ligand type, both the II,I,I → II,II,I ionization and the II,II,I
→ II,II,II ionization were studied, corresponding to the energies of

ionization to the three-electron and fully oxidized redox states,
respectively. Reorganization energies were calculated from the
standard procedure described by Ryde and co-workers56,57 following
the definition of the Marcus inner-sphere self-exchange reorganization
energy,58 that is, the difference between the vertical ionization energy
and electron affinity of the reduced and oxidized states, or,
analogously, the summed energy required to bring the oxidized and
reduced states from their equilibrium geometry (fully optimized
ground state energy) to the redox-pair geometry. This methodology
has also been applied to the modeling of full reorganization energies
for the noninhibited copper sites in laccase-like proteins.59,60

Harmonic frequencies were calculated for smaller models with 102
or 103 atoms as shown in Supporting Information, Figure S4, which
include all imidazole rings fully but misses most second-sphere
interactions. Zero-point energies and estimates of thermochemical
state functions were calculated for the oxidized and one-electron
reduced states with variable X using the freeh script of Turbomole,
based on the harmonic frequencies to compute the vibrational state
functions, as well as the rotation and translational degrees of freedom.
These data are shown in Supporting Information, Table S8.

■ RESULTS AND DISCUSSION
Optimized Peroxo Intermediates. To validate the

general model, the PI was computed since previous
spectroscopic and density functional theory work has provided
substantial insight into this intermediate: Notably, the
conserved aspartate near the T2 site is important for
stabilization of the PI and for binding of O2.

61 Thus, this
aspartate is required in quantum chemical modeling of the
redox states and reorganization energies of laccases. The
optimized structures of the three studied redox states of our
204-atom model are given in Figure 2, with the proximal
aspartate shown to the right of the figures.
It is particularly notable that the T2 site is distorted planar,

while the T3 sites are both distorted tetrahedral. The distortion
is an indication of the two holes in the d shell since Cu(II)
character is associated with Jahn−Teller instability. The smaller
model used earlier61 produced a μ3-1,1,2 structure, that is, with
one T3 copper coordinating both oxygen atoms. In the large
model, all coppers have similar binding to only one oxygen:
The difference lies in one of the T3 coppers, whereas the T2
copper important for studying relative effects of inhibiting
ligands is in both models only in contact with one of the
oxygens. It is also noticeable from Figure 2 that the O−O bond
increases upon consecutive reduction, consistent with increased
occupation of π* orbitals that reduce the bond order on the
reaction coordinate toward O−O cleavage. At the same time,
the T2 Cu−X bond length increases significantly.

Figure 2. Optimized structures of (A) the one-electron oxidized form of the peroxo intermediate with (II,II,II) redox state, (B) the peroxo-
intermediate with (II,II,I) redox state, and (C) the one-electron reduced peroxo intermediate (PI + e−). Figure made with ArgusLab 4.01.
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In the present model, the T3 coppers differ, although there is
also substantial valence delocalization. The spin densities are
shown in Supporting Information, Table S7. For this model
(OH− (PI), II,II,I) indicates that one T3 copper (102Cu,
corresponding to T3α in Solomon’s notation14) has almost no
hole density (−0.06), that is, resembles Cu(I), whereas the
others represent Cu(II) with spin delocalized on ligands
(−0.25, 0.50; notice the minus sign corresponding to
antiferromagnetic coupling; the ferromagnetic coupled spins
are given in Supporting Information, Table S3). The proximal
aspartate most likely causes this difference in electron density
on the T3 sites, since the negative charge is closer to the more
oxidized 101Cu (i.e., T3β). These observations can explain the
catalytic role of the Asp and were originally reported based on a
smaller model by Yoon and Solomon61 but are consistent also
with the larger model studied here.
The computed one-electron reduced PI + e− intermediate

(II,I,I) has most hole density located at the T2 copper (0.28),
leaving both T3 coppers of mainly Cu(I) character with little
spin density. However, spin delocalization on ligands is
substantial. Supporting Information, Table S5 shows the
copper-ligand bond lengths of the optimized states: the bond
between the T2 copper and the X ligand increases from ∼1.996
Å to 2.181 Å upon reduction to the PI + e− intermediate,
consistent with reduction of T2: The charge differences
(Supporting Information, Table S4) supports that most
electron density goes to ligands near the T2 copper, including
X, which has its charge reduced by 0.3. Figure 3 shows the

molecular orbitals that accommodate the additional electron
density affecting the T2 ligand. These orbitals are antibonding
with respect to the T2 Cu−X but also include considerable Cu
d-orbital character, peroxide character, and some histidine
character.
Optimized Resting Oxidized and Halide-Bound

States. We now turn to the discussion of primary focus of
this work−the structures of the resting oxidized states with

various ligands bound to the T2 copper. The spin densities of
the models of the RO states with OH− or H2O bound are
shown in the middle of Table S5. The redox state of the resting
oxidized TNC is the (II,II,II) state, which needs to be reduced
by T1 to follow the catalytic cycle:14 These states are
represented as (II,II,I) and (II,I,I). When computing the
ferromagnetic and antiferromagnetic coupled states, the
antiferromagnetic state is lower by 14 kJ/mol (scalar-relativistic
corrected TPSSh-D3/def2-TZVPP, see Supporting Informa-
tion, Table S2); this is consistent with SQUID experiments
suggesting an antiferromagnetic RO state with a J coupling of
ca. −7 kJ/mol (550 cm−1).62 Furthermore, the identified
distorted square-planar coordination geometry of the T2 site is
consistent with the consensus view based on MCD/EPR
data;63 ESEEM data indicate that the OH− remains bound at
activity relevant pH values, consistent with the model.63 Both
T3 coppers end up distorted tetrahedral or trigonal pyramidal,
also in accordance with the consensus based on ligand-field
transitions14 (see also Cu−N bond lengths in Supporting
Information, Table S7). The full XYZ coordinates are given in
Supporting Information, Table S9.
Next, similar structures but with different ligands bound to

T2 were computed. Examples of the molecular geometries of
the optimized clusters of the resting oxidized states (X = Cl−

and OH−) are given in Figure 4. The fully oxidized (II,II,II) and
one-electron reduced (II,II,I) states had similar overall
geometries and preserved bonds, although in particular the
Cu−X bond elongates substantially upon reduction. This can
be seen more clearly from the optimized bond lengths in
Supporting Information, Table S6. Upon reduction of the fully
oxidized state, the Cu−X bonds can be seen to elongate by 0.26
Å for X = Cl−, 0.10 Å for X = F−, 0.21 Å for H2O, and 0.05 Å
for OH−, that is, most for the softer for the ligands. The Cu−
Cu and Cu−N distances change by less than 0.1 Å, except with
OH−, where one of these bonds increases from 3.52 to 3.69 Å.
Generally, the Cu−Cu bonds of these oxidized states are 3.0−
3.5 Å. The Cu−O bonds from the coppers to the central oxide
are also changed only marginally by one-electron reduction.
In contrast, when the one-electron-reduced (II,II,I) state is

further reduced, major geometric changes occur for Cl−, F−,
and H2O, notably due to dissociation of the T2 ligand and
accompanying changes in the cluster structure, as measured by
the Cu−Cu distances (Table S6), which in some cases are
substantially shortened or elongated, and in a few cases
accompanied by trigonal copper coordination geometry. The
OH− ligand remains bound even in the two-electron reduced
state. Experimentally, an as-isolated, less active “alternative
resting state” has been observed in several laccase-like proteins,
and reduction or heat can activate these alternative resting
states.25,26,28 Halides are natively present in the cells of host
organisms used for protein expression, so that their binding to
T2 copper could explain the observation of as-isolated
alternative resting states. The computed result that two-
electron reduction leads spontaneously to X dissociation is
consistent with such an activation mechanism, which would
also be possible by thermal dissociation.

Ionization Energies. To understand how T2 ligand
binding may affect the electron-transfer properties of laccase-
like proteins, the ionization energies and self-exchange
reorganization energies were computed for the full models.
These energies are sensitive to electrostatic effects in the
second coordination sphere, justifying the use of large quantum
mechanical models applied in this work; also, it provides a

Figure 3. Molecular orbitals that have antibonding character with
respect to the T2 Cu−X bond during reduction of the peroxo
intermediate (PI). Figure made using gOpenMol.
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relevant alternative to QM/MM calculations with necessarily
smaller QM regions that use fixed force-field charges for the
second sphere residues known to be vital to reactivity. The
energies are shown in Table 1. The ionization energies have
been corrected for a value of 4.44 eV to put the energies in a
meaningful range relative to the standard hydrogen electrode.
Note that real redox potentials include entropic effects that
cannot be modeled with the large models studied here; thus the
absolute values of the ionization energies do not relate to real
redox processes. However, the relative ionization energies
provide an estimate of the electronic contribution to the
difference in half potential of the models. In this comparison, a
more negative value means more easy to oxidize.
Scalar-relativistic values are shown in the fourth and sixth

column of Table 1: For the ionization energies, they differ
markedly from the noncorrected values by up to 0.2 eV, with a
general tendency to make the ionization energies smaller,
whereas for reorganization energies where two compensating
states cancel in the calculation, they are less important: They
change vertical excitation energies by up to ∼5 kJ/mol, but as
these effects partly cancel due to the effect on the electron

affinity and ionization energy, scalar-relativistic corrections
change the total reorganization energies by a maximum of 3 kJ/
mol (this is also why reorganization energies are very robust in
general to e.g. chance in functional59). The correction for
ionization energies is too large to be neglected, but as expected,
for relative comparisons, it is less important due to cancellation
of this systematic effect, a common reason why only such
relative energies are meaningful.41

The corrections for zero-point energies and thermal effects
were estimated from the rotation, translation and vibration state
functions, the latter obtained from harmonic frequency
calculations on the smaller models (Figure S4). As seen in
Supporting Information, Table S8, the TΔS corrections can
differ by up to 15 kJ/mol for antiferromagnetic vs
ferromagnetic coupled states, consistent with previous find-
ings.41 In contrast, the zero point energies change by maximally
4 kJ/mol between these spin states. More importantly, the true
redox potentials depend on the free energy of the redox states.
Based on the antiferromagnetic coupled states, the TΔS
contribution to the reduction half potential was estimated to be
12 kJ/mol for X = Cl−, 25 kJ/mol for F−, and 18 kJ/mol for

Figure 4. Geometry-optimized structures showing how two-electron reduction of the fully oxidized state causes the T2-ligand to dissociate (Cl−, top,
also seen for F− and H2O) or remain bound (OH−, bottom).

Table 1. Ionization Energies Versus NHE and Reorganization Energies of Optimized Antiferromagnetically Coupled Trinuclear
Clusters

ionization energy −4.44 eV (more negative = easier to oxidize) self-exchange reorganization energy (kJ/mol)

ligand X oxidation state TPSSh-D3a/ def2-TZVPP TPSSh-D3(rel)b/ def2-TZVPP TPSSh-D3a/ def2-TZVPP TPSSh-D3(rel)b/ def2-TZVPP

OH−(PI) II,II,I → II,II,II −0.41 −0.55 38 37
II,I,I → II,II,I −2.18 −2.31 59 58

OH−(RO) II,II,I → II,II,II −0.51 −0.69 57 54
II,I,I → II,II,I −1.84 −1.93 112 112

Cl− II,II,I → II,II,II −0.04 −0.23 40 37
II,I,I → II,II,I −1.61 −1.68 152 154

F− II,II,I → II,II,II −0.03 −0.23 27 25
II,I,I → II,II,I −1.53 −1.52 204 203

H2O II,II,I → II,II,II 0.04 −0.14 71 69
II,I,I → II,II,I −0.97 −1.04 144 147

aWith Grimme’s D3 dispersion correction. bWith Cowan−Griffin scalar relativistic corrections.
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OH−. Zero-point energies were 7−8 kJ/mol smaller in the
reduced states vs the oxidized counter parts, due to the
elongated metal−ligand bonds and associated reduced zero-
point energy upon one-electron reduction (Table S8). The
total free energy corrections to the half potentials amounted to
0.19 V for X = Cl−, 0.27 V for F−, and 0.21 V for OH−. Despite
the partial entropy-energy compensation, these corrections are
substantially smaller than the differences in computed
ionization energies, and hence relative half potentials, discussed
below.
The PI and RO models serve as reference systems for the

noninhibited TNC. The PI model has a value of −0.55 eV for
oxidation, whereas the scaled ionization energy of PI + e− (II,I,I
→ II,II,I) is −2.31 eV. The (II,I,I) states generally have
ionization energies lower by 1−2 eV due to the additional
electron making it easier to remove an electron. From the point
of view of the catalytic cycle, these larger values are the relevant
ones, since the PI is required to be reduced by the T1 site to
facilitate turnover.14 The RO state model where OH− is bound
has a scaled ionization energy of −1.93 eV. If water were
bound, which is not the case experimentally, this energy would
almost 1 eV higher, to the effect of keeping electrons in the
TNC.
The main observation is that with both Cl− and F− bound,

the scaled ionization energies are substantially larger than for
hydroxide, despite the same charge of the models. Thus,
substitution of OH− by halides significantly increases ionization
energies by 0.3−0.4 eV, making it much harder to remove
electrons from the TNC: The simple chemical explanation is
that the halides are very electronegative and stabilize the
electron density to the effect of increasing the ionization
energies. Furthermore, F− is more electronegative than Cl− and
thus has its ionization energy more increased, by 0.16 V for
relativistic corrected values. Due to cancellation of systematic
errors in such a relative comparison, the half potential is
expected to increase also by hundred mV by halide binding to
T2, and more so for fluoride binding. Shifting the half potential
of the TNC is likely to impair the catalytic cycle, which relies
on a balance between T1 reduction of the TNC and TNC
reduction of dioxygen.
Reorganization Energies. A second important electron-

transfer property that could be affected by halide binding is the
reorganization energy of the TNC, defined as the summed
energies required to distort the reduced state to the oxidized
geometry and the oxidized state to the reduced geometry.
Generally, an efficient electron transfer metal site should be
accompanied by relatively small changes in geometry upon
reduction and oxidation, reflecting a small reorganization
energy and resulting higher rate of electron transfer:58 Low
reorganization energies have indeed been computed e.g. for
important electron transfer sites such as cytochromes, blue
copper proteins, and iron−sulfur clusters.35,56,57 In contrast, the
distance between the T1 and TNC will not change significantly
by halide binding to T2, and thus, the donor−acceptor distance
will not change and thus not affect the electron transfer process
of the halide adducts.
The scalar-relativistic values are listed in the last column of

Table 1. Since they have been computed for the full models,
they include reorganization penalties associated with both first
(inner) sphere and second sphere of the TNC; that is, they
could be referred to as first-plus-second-sphere reorganization
energies. The second coordination sphere is important in many
metal-containing systems including laccases, where, for

example, the mutagenesis of aspartates can remove activity.30

Also, these residues can affect the T2 ligand binding and, thus,
the relative electron transfer properties of the different species.
Thus, including these in the full quantum chemical calculations
seemed necessary.
The (II,II,II) resting oxidized states need to be reduced to

enable formation of the PI from the reduced state.14

Importantly, the II,I,I → II,II,I reductions associate with larger
reorganization energies, due to the additional electron density
in the highest occupied “antibonding” d-orbitals needing
reorganization: Changes in these orbitals are associated with
larger geometric changes due to their stronger interaction with
the ligands. Also, this is the step where the T2 ligands can
dissociate, as discussed above, to further increase the
reorganization energy, potentially limiting the redox cycle;
however, to put numbers to these effects, we also computed
reorganization energies of the (II,II,I → II,II,II) step as shown
in Table 1.
For the multicopper oxidase CueO, QM/MM calculations

yielded total reorganization energies of 91−133 kJ/mol for
electron transfer from T1 to PI, depending on method details.59

This study also found inner-sphere (i.e., first coordination-
sphere) reorganization energies of ∼57 kJ/mol for the T1 site
and ∼61 kJ/mol for the PI state of the TNC using isolated
quantum models but only 12 and 22 kJ/mol contribution based
on the QM/MM calculations.59 In the protein, the geometry
changes of the copper sites will be damped by protein
polarization and structural constraints, causing the sites to
deviate less in geometry during the redox process, giving
smaller copper-site contributions to the total protein
reorganization energies. In contrast, the isolated QM cluster
value represents the free cluster, not the cluster in the protein.
Still, it is also an accomplishment of the protein to dampen the
structural changes in addition to the second, larger electrostatic
polarization effect on reorganization energy.
For comparison to these previous results, the self-exchange

reorganization energy for the larger quantum-mechanical PI
model used here is 58 kJ/mol (TPSSh, scalar-relativistic
corrected), which is quite similar to previous cluster values.59

Since we are not aiming for absolute accuracy but the particular
mechanism of halide inhibition, both the protein’s direct effect
and the structural damping effect can be assumed constant
during halide binding, whereas the second sphere is not
modeled classically as in QM/MM due to direct electronic
interactions with the T2 ligand, central to the present work, and
the copper-binding histidines.14

For the critical II,I,I → II,II,I reduction, the reorganization
energy reaches 112 kJ/mol for the OH− bound RO state. These
values are as required smaller than but constitute a significant
fraction of the total reorganization energy obtained from
thermodynamic data of electron transfer by Farver et al. for a
fungal and the lacquer tree laccase (∼135 and 172 kJ/mol)16

and substantially larger than the protein-constrained cluster
values as discussed above.59

However, with Cl− or F− bound, the reorganization energy
for the rate-limiting reduction increases to 154 and 203 kJ/mol,
respectively, notably in line with the experimental order of
inhibitory effect F− > Cl−. It can be rationalized by the changes
in geometry associated with this redox step, where the Cu−X
bond lengths change substantially due to the accommodation of
electron density in the electronegative halides (Table S6 in
Supporting Information). These reorganization energies for the
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(II,I,I),(II,II,I) redox pair are substantially larger and thus
critical to slow reduction of the resting states.
In principle, F− could inhibit more because it has easier

access through laccase water channels, due to its general effect
on disruption of laccase backbone integrity by formation of
strong hydrogen bonds64 or due to stronger binding to the T2
site preventing water/oxygen binding and release.14 However,
the present computations show that the actual electron-transfer
properties are likely to be directly impaired. This can explain
why alternative resting states with reduced activity are only
reactivated after being subject to strong reducing agents to
produce the full reduced states, which then readily enters the
catalytic cycle.28

It has also been observed that laccase-like proteins are less
inhibited by halides at higher pH, probably due to competition
between OH− and F−/Cl−.66,65 For the relevant “slow” second
reduction of the RO state, the reorganization energy is indeed
smaller for OH− (112 kJ/mol) than for Cl− (154 kJ/mol).
Importantly, this difference is because, due to less electro-
negativitiy and thus less electron density retained on hydroxide
relative to the halides, the hydroxide contains less dissociated
ion character and thus does not dissociate during computa-
tional reduction. These findings are consistent with laccases
having higher chloride tolerance at high pH due to OH−/Cl−

competition;65 that is, a larger fraction of the laccases have
OH− bound despite the chloride presence, and these exhibit
smaller reorganization energies for the critical reduction of the
resting states.

■ CONCLUSIONS
We have studied computationally for the first time in systematic
detail possible mechanisms behind halide inhibition of laccase-
like proteins. The computed reorganization energy is
substantially larger with F− bound, followed by Cl− and
hydroxide. The results provide an explanation for experimental
observations of halide inhibition, including the order of
inhibition F− > Cl−,66 directly related to electron-transfer
parameters. The notable shifts in half potentials and increased
reorganization energies result from the electronegativity of the
halides binding to T2. Although other mechanisms were not
studied, such as binding strengths, channel accessibility due to
anion size, or general disruption of channels by backbone
interactions, the findings provide simple suggestions for
inhibition that relate directly to the redox chemistry.
One of the main reasons for the low reorganization energies

of TNCs is the fact that the reducing electrons are delocalized
over the cluster; this has the effect of reducing repulsion
between the redox electrons and the ligand lone pairs, so that
metal−ligand distances are less variable during redox reaction.
When hydroxide is bound to T2, its moderate electronegativity
preserves its binding during the studied redox states. However,
when the very electronegative halides bind, we find that they
must dissociate during reduction to the full reduced state
already during the second (II,II,I) reduction, causing further
increases in reorganization energies. Selective reduction or
thermal dissociation of T2 ligands by heating offer ways to
activate laccase-like proteins, consistent with the mechanisms
described in this work.
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